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PREFACE

The culmination of New Management System (NMS) Major Application Security Certification and Accreditation (C&A) will be the formal authorization of the NMS to process.  This authorization is required by the Office of Management and Budget’s Circular A-130:

“A major application should be authorized by the management official responsible for the function supported by the application at least every three years, but more often where the risk and magnitude of harm is high.  The intent of this requirement is to assure that the senior official whose mission will be adversely affected by security weaknesses in the application periodically assesses and accepts the risk of operating the application…”  

- Office of Management and Budget (OMB) Circular A-130, Appendix III, B. b. 4).

By law, the heads of executive agencies are required to report the “material weaknesses” of their financial management systems to Congress:

“…the head of each executive agency, based on an evaluation conducted according to guidelines prescribed under [this Act] shall prepare a statement on whether the systems of the agency comply with [this Act], including…a report identifying any material weakness in the systems and describing the plans and schedule for correcting the weakness…”



- Federal Managers’ Financial Integrity Act of 1982, 31 U.S.C. 3512(d)(2).

In 1997, the Security and Access Controls of NMS were reported as a “material weakness” under the Federal Manager’s Financial Integrity Act.  USAID has pledged to correct this weakness by fiscal year 2001:

“USAID identified the security and access controls in NMS as a material weakness in fiscal year 1997…The material weakness resulted from the level at which controls are implemented in the system, the design of access control roles, audit trails of system activity, user identification and password administration, and access to sensitive Privacy Act information...USAID expects to fully correct this weakness by fiscal year 2001.”

- USAID Accountability Report, 1998, p.48.

To conform with the system authorization requirements of OMB Circular A-130, and to remedy the Security and Access Controls material weakness reported under the Federal Manager’s Financial Integrity Act, it has been determined by the USAID Chief Financial Officer (CFO) and Information Systems Security Officer (ISSO) that NMS will undergo Security Certification and Accreditation.  This C&A will be performed under the USAID Principal Resource for Information Management – Enterprise-wide (PRIME) Contract by Computer Sciences Corporation (CSC).

The CSC Contacts for this Plan are:
Mr. Scott Little, Security Team, Rosslyn, Virginia, 703-465-7398

Mr. Tom Kenavan, Security Team Lead, Rosslyn, Virginia, 703-465-7380
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1. INTRODUCTION

This section identifies the purpose and scope of risk assessment to be performed in support of the Major Application Security Certification and Accreditation (C&A) of the USAID New Management System (NMS).

1.1 Document Identifier

This is the Major Application Security Certification and Accreditation Risk Assessment for the New Management System, CSC PRIME Deliverable NMS.CR-001.00-F00-PRI.

1.2 Purpose

The purpose of this document is to assess security risks to the USAID New Management System in support of its Security Certification and Accreditation.

1.3 Scope

The scope of this NMS security risk assessment is comprehensive.  This risk assessment addresses the disposition of the NMS with respect to the management, operational, and technical control requirements identified in the NMS Security Plan.

1.4 Background

The New Management System (NMS) is the core financial system of the United States Agency for International Development (USAID).  In 1997, NMS security and access controls were identified by the Agency as constituting a “material weakness” under the Federal Manager’s Financial Integrity Act.  As a major step toward remedying this issue, the USAID Chief Financial Officer (CFO) and the USAID Information Systems Security Officer (ISSO) have determined that NMS will be taken through formal Security Certification and Accreditation (C&A).

As part of the NMS Certification and Accreditation process, NMS will be evaluated to determine its compliance with the management, operational, and technical control requirements identified in the NMS Security Plan.  This document assesses the Agency risk associated with NMS security as part of the C&A Process.

1.5 Overview

The actions necessary to obtain NMS Security Certification and Accreditation have been briefed to the USAID Chief Financial Officer by the USAID ISSO.  At this briefing, NMS stakeholders agreed to the eight substantive steps outlined in the NMS C&A Plan. 
  The NMS C&A Team will produce the following deliverable products in support of the NMS C&A process, as described in the NMS C&A Plan: 
· Certification and Accreditation Plan

· Security Test Plan

· Security Test Procedures

· Certification and Accreditation Approval Package, including:

Risk Assessment Report

Security Test Report

Other Supporting Appendices, to be specified.

Figure 1 summarizes the planned delivery dates for each of the C&A deliverables.  

Primary Deliverables


Template

to V&V
Document

to QA
Comments

from QA
Document

to USAID/V&V
Comments

From USAID/V&V








C&A Plan
6-Mar
13-Mar
16-Mar
21-Mar
28-Mar








Security Test Plan
20-Mar
27-Mar
30-Mar
05-Apr
12-Apr








Security Test Procedures 
10-Apr
17-Apr
20-Apr
26-Apr
03-May








C&A Approval Package
12-May
19-May
24-May
31-May
-

     Risk Assessment Report






     Security Test Report






     Other Appendices






Figure 1.  Schedule of NMS C&A Deliverables

This Risk Assessment is a component of the final deliverable to be submitted as part of the NMS Certification and Accreditation Process.  It has been produced in accordance with the general guidance of NIST Special Publication 800-12, “An Introduction to Computer Security:  The NIST Handbook;”  NIST Special Publication 800-14, “Generally Accepted Principles and Practices for Securing Information Technology Systems;” and GAO Publication AIMD-00-33, “Information Security Risk Assessment, Practices of Leading Organizations.”

2. ASSET VALUATION AND CONSEQUENCE ASSESSMENT

Figure 2 shows the relationships among assets, threats, safeguards, and vulnerabilities.  As defined by NIST Special Publication 800-12, assets include information, software, personnel, hardware, and physical facilities.  Threats are entities or events with the potential to harm assets.  Safeguards are actions, devices, procedures, techniques, or other measures that reduce the exposure of assets to threats.  Vulnerabilities are threats to assets that are left unmitigated by safeguards.
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Figure 2.  Assets, Threats, Safeguards, and Vulnerabilities

2.1 Asset Valuation

NMS is the core financial system of USAID, enabling and tracking the annual financial resources of more than $8 billion.   As shown in Figure 3, NMS currently incorporates eleven IBM RS/6000 servers at USAID’s Washington headquarters (USAID/W).  NMS has a two-tiered client-server architecture running on a TCP/IP and Banyan VINES network.  NMS application software consists of approximately 900,000 lines of Visual BASIC.  Its Oracle production database consists of approximately 600 tables.  In addition to the production database, there are a separate reporting instance and several test and development instances. 

USAID has invested heavily in the NMS.  According to the most recently published USAID Financial Management Quarterly Report to Congress (March 31, 2000), cumulative expenditures for NMS have totaled $108.4 million, including $75.8 million in development and acquisition costs and $32.6 million in operations and maintenance costs.  The cost of its successor system, the IFMS, is currently projected at $23.6 million in development and acquisition costs.

2.2 Consequence Assessment

NMS provides the following four mission critical business functions:

· Financial Management (AWACS).  Constitutes the core accounting functions:  general ledger, accounts payable, accounts receivable, funds management.

· Budgeting.  Includes formulation of budgets, justification for presentation to Congress and the Office of Management and Budget, and execution of approved budgets.

· Procurement (Acquisition and Assistance).  Supports the purchase of goods and services and the administration of contracts and grants.
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Figure 3.  NMS Infrastructure Diagram 

· Program Management (Program Operations).  Supports the planning of development programs, the scheduling of activities and resources, and the tracking of program results.

The consequences of a security threat to an information system may be defined in terms of losses to confidentiality, losses to integrity, and losses to availability.
  In the case of NMS, the primary concern is with regard to a loss of confidentiality, integrity, or availability of information (and supporting hardware and software) pertaining to the above four business functions.

2.2.1 Loss of Confidentiality

Confidentiality addresses the need for protection from unauthorized information disclosure.  The fact that the USAID human resources and payroll functions are not maintained within NMS reduces some organizational exposure under the Privacy Act of 1974.
  However, analysis of NMS data shows a variety of potentially sensitive information, including names, addresses, and phone numbers of USAID points of contact.

Information in the NMS Budgeting subsystem, used in preparation of the Agency budget, may be sensitive according to OMB Circular A-11.
  And information pertaining to the allocation and redistribution of funds among missions and programs may be characterized as having diplomatic sensitivity sufficient to be “adversely affecting the national interest” under the Computer Security Act.
  Clearly sensitive is the data contained in the Procurement (i.e., “Acquisition & Assistance”) subsystem.  This portion of NMS contains a comprehensive assortment of information prohibited from unauthorized disclosure under the Federal Acquisition Regulations, including virtually every category of contractor “bid or proposal information” and “source selection information.”

Violation of any of these requirements could result in substantial statutory penalties and civil litigation. 

2.2.2 Loss of Integrity

Information integrity addresses the need for protection from unauthorized, unanticipated, or unintentional modification. Because NMS is the core financial system of USAID, system integrity is paramount.  Its financial management subsystems, including general ledger, accounts payable, accounts receivable, and funds management, are all under strict regulatory audit requirements from the Office of Management and Budget, as well as the General Accounting Office.  Requirements of the Federal Manager’s Financial Integrity Act of 1982, the Chief Financial Officer’s Act of 1990, as well as OMB Circulars A-123 and A-127 mandate the highest levels of data integrity.

Failure to comply with requirements for the information integrity of Federal financial systems can result in serious administrative action.  Moreover, a lack of integrity in a financial system like the NMS causes considerable potential for fraud and waste. 

2.2.3 Loss of Availability

Information availability addresses the need to provide information or services that must be available on a timely basis to meet mission requirements or to avoid substantial losses.  NMS is a mission critical system, essential to the fundamental USAID purpose of managing foreign aid of more than $8 billion per year.  

Failure of NMS to perform the functions identified in Section 2.2 could result in suspension of operations and frustration of organizational purpose. 
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3. THREAT IDENTIFICATION

The USAID Information Systems Security Program Plan (ISSPP)
 and the National Institute of Standards and Technology (NIST) Special Publication 800-12 identify information system threats by the following nine categories:

· Errors and Omissions

· Fraud and Theft

· Employee Sabotage

· Loss of Physical and Infrastructure Support

· Malicious Hackers

· Industrial Espionage

· Malicious Code

· Foreign Government Espionage

· Threats to Personal Privacy

A threat is an entity or event with the potential to harm the system.  Threats are identified and analyzed to determine the likelihood of their occurrence and their potential to harm USAID assets.  USAID technology systems are vulnerable to threats that can inflict many kinds of damage, resulting in minor or significant losses.  The damage can range from errors harming database integrity to fires destroying entire computer centers.  Losses can stem from the actions of employees defrauding a system, from outside hackers, or from careless data entry clerks.   Knowledge of the threat environment allows system managers to implement the most effective and cost-efficient security measures.  

3.1 Errors and Omissions

Errors and omissions are an important threat to data and system integrity.  These errors are caused not only by data entry clerks, but also by users who create and edit data.  Many programs, especially those designed for personal computers, lack quality control measures.  However, even the most sophisticated program cannot detect all the different kinds of input errors and omissions that are possible. 

In some cases, the error is the threat, such as a data entry error or a programming error that crashes the system.  In other cases, the errors create vulnerabilities.  Errors can occur during every phase of the system’s life cycle.  Programming and development errors (a.k.a., bugs) can range in severity from benign to catastrophic. Installation and maintenance errors are another source of security problems.  For example, an audit by the President’s Council for Integrity and Effectiveness (PCIE) in 1988 found that every one of the ten computer sites studied had installation and maintenance errors that introduced significant security vulnerabilities.

3.2 Fraud and Theft

Computer systems can be exploited for fraud and theft by automating traditional methods of deception or by employing new methods.  For example, individuals might use a computer system to skim small amounts of money from a large number of financial accounts, assuming that small discrepancies are not investigated.  Alternatively, individuals might use the anonymity inherent in computing environments to masquerade as approving officials for fraudulent financial allocations and disbursements.

Computer fraud and theft can be committed by insiders or outsiders.  Insiders (i.e., the authorized users of a system) are responsible for the majority of fraud.  A 1993 Information Week/Ernst and Young study found that 90 percent of Chief Information Officers viewed employees “who do not need to know” information as threats.  The U.S. Department of Justice’s Computer Crime Unit contends that “insiders constitute the greatest threat to computer systems.”  Since insiders have both access to and familiarity with the victim computer system (including the resources it controls and its flaws), authorized system users are in a better position to commit crimes than outsiders.  

In addition to the use of technology to commit fraud, computer hardware and software may be vulnerable to theft.  A 1998 British study cited theft of equipment as the single most costly type of security breach on a per incident basis, being nearly 5 times more expensive than the next most costly type of breach, computer viruses.

3.3 Employee Sabotage

Employees are familiar with their employer’s computers and applications, and they may know which actions can cause the greatest mischief or damage.  The increasing fluidity of the labor market has resulted in higher organizational turnover and reduced institutional loyalty.   The number of incidents of employee sabotage is believed to be much smaller than the instances of theft, but the cost of such incidents may be quite high.

Martin Sprouse, author of “Sabotage in the American Workplace,” reported that the motivation for sabotage can range from altruism to revenge:  “As long as people feel cheated, bored, harassed, endangered, or betrayed at work, sabotage will be used as a direct method of achieving job satisfaction – the kind that never has to get the bosses’ approval.”

Common examples of computer-related employee sabotage include destroying hardware or facilities,

planting logic bombs that destroy programs or data, entering data incorrectly, causing systems to crash, deleting or modifying data, and holding data hostage.

3.4 Loss of Physical and Infrastructure Support

Loss of supporting infrastructure may include power failures, loss of communications, water outages and leaks, sewer problems, lack of transportation services, fire, flood, civil unrest, and strikes.  These losses are evidenced by such dramatic events as the explosion at the World Trade Center and the Chicago tunnel flood, as well as more common events, like broken water pipes in the RRB.  A loss of infrastructure often results in system downtime and may result in direct, irreparable damage to system hardware and software.

3.5 Malicious Hackers

The term malicious hackers refers to those who break into computer systems without authorization.  They can include both insiders and outsiders.  Much of the perceived rise in hacker activity is attributed to increased IT connectivity.   Engineers maintaining the USAID network firewall, for example, report hundreds of failed attempts to access Agency IT resources each day.

However, the hacker may sometimes receive greater attention than more common and more dangerous threats.  The U.S. Department of Justice’s Computer Crime Unit suggests three reasons for this:

· First, the hacker threat is relatively new.  Organizations have always had to contend with employee sabotage and can use disciplinary measures to combat this threat.  However, these measures are ineffective against outsiders who are not subject to the rules and regulations of the employer.

· Second, organizations do not know the motives of a hacker – some hackers browse, some steal, some damage.  This inability to identify motives can suggest that hacker attacks are difficult to anticipate.

· Third, hacker attacks make people feel vulnerable, possibly because the identity of a hacker is unknown.

3.6 Industrial Espionage

Industrial espionage is the act of gathering proprietary data from private companies or the government for the purpose of aiding another company.  Industrial espionage can be perpetrated either by companies seeking to improve their competitive position or by governments seeking to aid their domestic industries.  Foreign industrial espionage carried out by a government is often referred to as economic espionage.  Since information is processed and stored on computer systems, computer security can help protect against such threats. 

Within the area of economic espionage, the Intelligence Community has stated that the main objective is to obtain information related to technology.  However, U.S. government policy deliberations concerning foreign affairs and information on commodities, interest rates, and other economic factors are also targets.  The Federal Bureau of Investigation concurs that technology-related information is the main target, but also lists corporate proprietary information, such as negotiating positions and other contracting data as a target.

3.7 Malicious Code

Malicious code refers to viruses, worms, Trojan horses, logic bombs, and other “uninvited” software.  Sometimes mistakenly associated only with personal computers, malicious code can attack other platforms as well.  Actual costs attributed to the presence of malicious code have resulted primarily from system outages and staff time involved in repairing the systems.  Nevertheless, these costs can be significant.  Enterprise-wide outages resulting from viruses are becoming more common.  Recent episodes such as the “Melissa” virus and the “ILOVEYOU” virus have gained national attention.

3.8 Foreign Government Espionage

In some instances, threats posed by foreign government intelligence services may be present.  In addition to possible economic espionage, foreign intelligence services may target unclassified systems to further their intelligence missions.  Some unclassified information that may be of interest includes the travel plans of senior officials; civil defense and emergency preparedness; manufacturing technologies; satellite data;  personnel and payroll data; and law enforcement, investigative, and security files. 

3.9 Threats to Personal Privacy

The accumulation of electronic information pertaining to individuals by governments, credit bureaus, and private companies, combined with the ability of computers to monitor, process, and aggregate such personal data, have created a formidable threat to individual privacy.  Highlighting the concern over such intrusion, Congress has enacted legislation such as the Privacy Act of 1974 and the Computer Matching and Privacy Protection Act of 1988,
 which define the boundaries of the legitimate uses of personal information collected by the government. In particular, the Privacy Act forbids the disclosure of:

“…any item, collection, or grouping of information about an individual that is maintained by an agency, including, but not limited to, his education, financial transactions, medical history, and criminal or employment history and that contains his name, or the identifying number, symbol, or other identifying particular assigned to the individual, such as a finger or voice print or a photograph…”  [Privacy Act, (a)(4)].
4. SAFEGUARD ANALYSIS

The management, operational, and technical security controls of the NMS comprise its safeguards.  These safeguards were comprehensively analyzed as part of the NMS Security Plan, and this analysis has been updated as part of the NMS Certification and Accreditation Process.  This section presents the NMS security controls, along with an analysis of their current level of compliance with federal requirements.

4.1 Management Controls

ID
Description of Requirement
Authority
Significance
Compliance

[Redacted]
State of Compliance

[Redacted]
Method of Verification





Yes
Partial
No

Demo
Inspection
Analysis

3.1
Risk Assessment and Management

3.1-1
Conduct a Risk Assessment to ensure that adequate security is provided.
OMB A-130, Appendix III;

NIST 800-12, I 4;

NIST 800-12, II 7;

NIST 800-14, 3.3;

NIST 800-18, 4.1;

FISCAM SP-1;

ADS 545.3.7.e
High





X


3.1-2
Update the Risk Assessment every three years or when major system changes are made.
FISCAM SP-1;

NIST 800-18, 4.1
N/A





X


3.2
Review of Security Controls

3.2.-1
Conduct an independent security review every three years. 
OMB Circular A-130, Appendix III, A.3.b(3);

NIST 800-12, I 4;

NIST 800-18, 4.2
High





X


3.2.-2
Conduct an internal assessment of security controls every year. 
NIST 800-12, I 2.7;

NIST 800-18, 4.2;

ADS 545.3.12.e;

ADS 545.5.3c.14;

ADS 545.5.1b
Moderate





X


3.3
Rules of Behavior

3.3-1
Establish Rules of Behavior for all persons having system access.
Privacy Act of 1974, (e)(9);

OMB A-130, 

Appendix III B;

OMB A-130, Appendix III,   

B.b (2)(a);

NIST 800-18, 4.3
High





X


3.4
Planning for Security in the Life Cycle

3.4-1
Ensure that security controls are included in NMS throughout the system life cycle
FISCAM CC-1.1;

NIST 800-18;

ADS 545.3.7.e
High





X


3.5


3.5-1
Conduct a data sensitivity assessment
NIST 800-12, II 8.4.1;

NIST 800-14, 3.4.2;

NIST 800-18, 4.4.1;

FISCAM SC-1;

ADS 545.3.7.e
High





X


3.6


3.6-1
Incorporate security requirements into system design.
NIST 800-12, II 8.4.2.1;

NIST 800-14, 3.4.3;

NIST 800-18, 4.4.2;

ADS 545.3.7.a
High





X


3.6-2
Include security requirements in solicitation documents (e.g., requests for proposals). 
NIST 800-18, 4.4.2
High





X


3.6-3
For commercial off-the-shelf components, identify security requirements and include them in acquisition specifications.
NIST 800-18, 4.4.2
High





X


3.7


3.7-1
Ensure that security expertise is available to assist with the implementation of releases.
ADS 545.3.8.a,b
Moderate





X


3.7-2
Ensure that system security features are enabled.
NIST 800-18, 4.4.3
High





X


3.7-3
Conduct design reviews.
FISCAM SS-3.2;

NIST 800-18, 4.4.3
High





X


3.7-4
Conduct system testing.
FISCAM CC-2.1;

NIST 800-18, 4.4.3
High





X


3.7-5
Perform additional acceptance testing of any new controls added.
FISCAM CC-2.1;

NIST 800-18, 4.4.3
High





X


3.7-6
Ensure that results of system testing and design reviews are documented.
FISCAM SS-3.2;

NIST 800-18, 4.4.3
Moderate





X


3.8


3.8-1
Ensure adequate security operations and administration.
NIST 800-12, II 8.4.4;

NIST 800-14, 3.4.5;

NIST 800-18, 4.4.4;

ADS 545.3.8.a
High





X


3.8-2
Ensure adequate operational assurance.
NIST 800-18, 4.4.4
High





X


3.8-3
Ensure adequate audits and monitoring.
FISCAM AC-4.1;

NIST 800-18, 4.4.4
High





X


3.9
Disposal Phase

3.9-1
Ensure the accessibility of data archived for future use.







X


3.9-2
Ensure that legal data retention requirements are not violated by disposal of data and records.
NIST 800-18, 4.4.5
High





X


3.9-3
Ensure that there are adequate measures in place to protect sensitive data on media that is targeted for disposal. 
FISCAM AC-3.4;

NIST 800-18, 4.4.5;

ADS 545.5.3c
High





X


3.10
Authorization of Processing

3.10-1
Complete a technical and security evaluation of the system.
FISCAM SP-5.1;

NIST 800-18, 4.5
High





X


3.10-2
Conduct a system risk assessment.
FISCAM SP-1;

NIST 800-18, 4.5
High





X


3.10-3
Establish Rules of Behavior and obtain user signatures.
NIST 800-18, 4.5
High





X


3.10-4
Develop and test contingency plans.
FISCAM SC-3;

NIST 800-18, 4.5
High





X


3.10-5
Develop, review, and update the system security plan.
FISCAM SP-2;

NIST 800-18, 4.5
High





X


3.10-6
Ensure that NMS meets all federal laws, regulations, policies, guidelines, and standards.
NIST 800-18, 4.5
High





X


3.10-7
Evaluate in-place security safeguards.
FISCAM SP-5.1;

NIST 800-18, 4.5
High





X


3.10-8
Obtain authorization to process.
FISCAM SS-3.1;

NIST 800-18, 4.5;
High





X


3.10-9
Re-authorize processing every three years or periodically as system changes require.
FISCAM SS-3.1;

NIST 800-18, 4.5
N/A





X


4.2 Operational Controls

ID
Description of Requirement
Authority
Significance
Compliance

[Redacted]
State of Compliance

[Redacted]
Method of Verification





Yes
Partial
No

Demo
Inspection
Analysis

4.1
Personnel Security

4.1-1
Review all positions for requisite levels of sensitivity.
ADS 545.5.3a.1)a;

FISCAM SD-1.2;

NIST 800-18, 5.MA.1
High






X

4.1-2


Conducts appropriate background screening.
FISCAM SP-4.1;

NIST 800-18, 5.MA.1
High





X


4.1-3
Do not grant system access until personnel are screened.
NIST 800-18, 5.MA.1
High





X


4.1-4
Restrict user access on basis of least privilege.
FISCAM SD-2.1;

NIST 800-18, 5.MA.1
Moderate








4.1-5
Separate duties among personnel performing key application tasks.
FISCAM SD-1.1;

NIST 800-18, 5.MA.1
High





X


4.1-6
Establish, document, and enforce process for opening and closing user accounts.
FISCAM AC-2.1;

NIST 800-18, 5.MA.1
Moderate





X


4.1-7
Link personnel actions to processes for issuing and closing accounts.
FISCAM SP-4.1;

NIST 800-18, 5.MA.1
High





X


4.1-8
Ensure user accountability for information accessed.
NIST 800-18, 5.MA.1
High





X


4.2
Physical and Environmental Protection

4.2-1
Restrict personnel access to critical system components. 
ADS 545.5.3a.4);

ADS 545.5.3c.12)a;

FISCAM AC-2.2, AC-3.1;

NIST 800-18, 5.MA.2
High







X


4.2-2


Provide sufficient system protection from fire.
FISCAM SC-2.2;

NIST 800-18, 5.MA.2
Moderate





X


4.2-3
Provide sufficient system protection from utility failure.
FISCAM SC-2.2;

NIST 800-18, 5.MA.2
Moderate





X


4.2-4


Provide sufficient system protection from structural collapse.
NIST 800-18, 5.MA.2
Low





X


4.2-5
Provide sufficient system protection from plumbing leaks.
FISCAM SC-2.2;

NIST 800-18, 5.MA.2
Moderate





X


4.2-6
Safeguard system information from interception through visual interception.
NIST 800-18, 5.MA.2
Moderate





X


4.2-7
Safeguard system information from interception of data transmissions.
NIST 800-18, 5.MA.2
High





X


4.2-8
Ensure system security from remote access.


ADS 545.5.3c.6);

FISCAM AC-2.1;

NIST 800-18, 5.MA.2
High





X


4.3
Input/Output Controls

4.3-1
Ensure existence of security incident response capability.
NIST 800-18, 5.MA.3
High







X


4.3-2


Restrict access to hardcopy and softcopy output.
ADS 545.5.3c;

NIST 800-18, 5.MA.3
High





X


4.3-3
Establish audit trails for the receipt of sensitive inputs and outputs.
NIST 800-18, 5.MA.3
Moderate





X


4.3-4


Establish procedures for the transport and mailing of media or printed output.
ADS 545.5.3b.2)d;

ADS 545.5.3c.7)b;

NIST 800-18, 5.MA.3
Moderate





X


4.3-5
Label system output with appropriate indication of sensitivity.
ADS 545.5.3c.5;

FISCAM CC-3.1;

NIST 800-18, 5.MA.3
High





X


4.3-6
Establish audit trails for management of media inventories.
ADS 547.5.10;

NIST 800-18, 5.MA.3
Moderate





X


4.3-7
Provide media storage vaults or other means of storing sensitive system output.
ADS 545.5.3c.4)d;

FISCAM AC-3.1A;

NIST 800-18, 5.MA.3
High





X


4.3-8
Provide procedures for sanitizing electronic media for reuse.
ADS 545.5.3c.10)b;

FISCAM AC-3.4;

NIST 800-18, 5.MA.3
Moderate





X


4.3-9
Control the storage, handling, and destruction of media and output identified for disposal.
ADS 545.5.3c.10);

ADS 545.5.3c.12)a;

NIST 800-18, 5.MA.3
Moderate





X


4.4
Contingency Planning

4.4-1
Put contingency plans in place to permit continuity of mission critical functions.
OMB A-130, App III, B.b.2)a; 

NIST 800-18, 5.MA.4
High







X


4.4-2
Ensure contingency plan awareness and training.


FISCAM SC-3.1;

NIST 800-18, 5.MA.4
Moderate





X


4.4-3


Test contingency plans.
OMB A-130, App III, B.b.2)a;  

ADS 531.3.10a-d, 545.5.3c.16)h;

FISCAM SC-3.1,4.1;

NIST 800-18, 5.MA.4
High





X


4.4-4
Ensure system backups are taken frequently and are maintained for sufficient generations.
NIST 800-18, 5.MA.4
High





X


4.4-5
Ensure system backups are backing up appropriate system data.
NIST 800-18, 5.MA.4
High





X


4.4-6
Ensure security of facility used to store backups.


ADS 545.5.3c;

FISCAM SC-2.1

NIST 800-18, 5.MA.4
High





X


4.5
Application Software Maintenance Controls

4.5-1
Document all software changes.
ADS 547.5.9c;

FISCAM CC-3.3;

NIST 800-18, 5.MA.5
High





X


4.5-2
Ensure adequate change control processes are in place.
FISCAM CC-1.1;

NIST 800-18, 5.MA.5
High





X


4.5-3
Scrutinize policy for emergency software fixes.


NIST 800-18, 5.MA.5
Moderate





X


4.5-4
Conduct testing with fictitious data.


NIST 800-18, 5.MA.5
Moderate





X


4.5-5
Identify ownership and corresponding intellectual property rights of software.
NIST 800-18, 5.MA.5
Moderate





X


4.5-6
Ensure organizational policies are in place against illegal use of copyrighted software.
ADS 550.5.1a;

FISCAM CC-1.3;

NIST 800-18, 5.MA.5
Moderate





X


4.5-7
Conduct periodic audits of user computers to ensure compliance with copyright policy.
ADS 543.5.1c;

NIST 800-18, 5.MA.5
Moderate





X


4.6
Data Integrity/Validation Controls

4.6-1
Install and run software for continuous detection and elimination of viruses.
ADS 550.5.1b;

ADS 545.5.3;

FISCAM SP-3.4;

NIST 800-18, 5.MA.6
High





X


4.6-2
Run system reconciliation routines.
NIST 800-18, 5.MA.6
Moderate





X


4.6-3
Use password crackers/checkers.
NIST 800-18, 5.MA.6
Moderate





X


4.6-4
Install intrusion detection tools.
ADS 545.5.3b;

ADS 545.5.3c.6)b;
FISCAM AC-4.1;

NIST 800-18, 5.MA.6
Moderate





X


4.6-5
Establish procedures for responding to intrusions.
ADS 545.3.11.b;

ADS 545.5.3c.9);

FISCAM AC-4.3;

NIST 800-18, 5.MA.6
High





X


4.6-6
Use system performance monitoring to identify availability problems.
NIST 800-18, 5.MA.6
Moderate





X


4.7
Documentation

4.7-1
Provide adequate system documentation.


NIST 800-18, 5.MA.7
High





X


4.8
Security Awareness and Training

4.8-1
Ensure existence of an effective security awareness program.
ADS 545.3.7.f;

ADS 545.5.3c.15);

NIST 800-18, 5.MA.8
High





X


4.8-2
Conduct sufficient application-specific training of employees and contractors.
OMB A-130, App. III, A.3.b.2)b);  OMB A-130, App. III, B.b.2)a);

FISCAM SD-4.2;

NIST 800-18, 5.MA.8
Moderate





X


4.8-3
Conduct sufficient general support system training of employees and contractors.
NIST 800-18, 5.MA.8
Moderate





X


4.8-4
Ensure training is continually monitored.
FISCAM SD-3.2;

NIST 800-18, 5.MA.8
Moderate





X




Technical Controls

ID
Description of Requirement
Authority
Significance
Compliance

[Redacted]
State of Compliance

[Redacted]
Method of Verification





Yes
Partial
No

Demo
Inspection
Analysis

5.1 
Authentication and Identification

5.1-1
Provide identification and authentication to (1) prevent unauthorized people or unauthorized processes from entering an IT system, (2) differentiate among users, (3) establish user accountability, and (4) adjudicate access rights.
ADS 545.5.3b 3);

ADS E545.5.3b 3);

ADS 545.5.3b 5) c;

NIST 800-18, 6.MA.1;

NIST 800-14, 3.11;

NIST 800-12, IV 16;

GSA IT Security Policy Manual, 2.8
High





X


5.1.1-1
User IDs (3-character minimum) must uniquely identify users in order to correlate actions back to individuals or processes.
ADS 545.5.3b 5) a; 

NIST 800-18, 6.MA.1.1;

NIST 800-14, 3.11.1;

GSA IT Security Policy Manual, 2.8(a)
High




X



5.1.1-2
User IDs should be issued only to authorized users and should be reviewed to keep them current.
NIST 800-18, 6.MA.1.1;

NIST 800-14, 3.11.1
High





X


5.1.1-3
Inactive user IDs should be disabled after 90 days.
NIST 800-18, 6.MA.1.1;

NIST 800-14, 3.11.1


Moderate




X



5.1.1-4
The database should provide a mechanism that can limit the number of multiple concurrent logon sessions for the same user ID.
Best Practice - Draft USAID NMS Application Security Standards
Moderate





X


5.1.1-5
User accounts for departing employees should  be promptly disabled.
ADS 545.5.3a 4) a;

ADS 545.5.3b 5) g;

NIST 800-18, 6.MA.1.1;

NIST 800-12, III 10.2.1;

FISCAM AC-3.2A
High





X


5.1.1-6
DBA and Superuser privileges should be granted only to personnel whose duties include database and system administration.
GSA IT Security Policy Manual, 2.8
Moderate




X



5.1.2-1
Authentication should be maintained by logging a user out or locking the user’s display or session after a fixed period of inactivity.
ADS 545.5.3b 4)b;

FISCAM AC-2.2;

FISCAM AC-3.2;

NIST 800-18, 6.MA.2;

NIST 800-12, IV 16.4.2
Moderate





X


5.1.2-2
The allowable character set for passwords is recommended to be alpha, numeric, and special characters.
ADS 545.5.3b 5) b;

NIST 800-18, 6.MA.1.2;

NIST 800-12, IV 16.1.1
Moderate




X



5.1.2-3
The recommended minimum number of characters for a password is six to eight characters.  


ADS 545.5.3b 5) b;

FISCAM AC-3.2 A;

NIST 800-18, 6.MA.1.2;

NIST 800-14, 3.11.3;

NIST 800-12, IV 16.1.1;

GSA IT Security Policy Manual, 2.10
Moderate




X



5.1.2-4
Use of names or words in passwords must be prohibited.
ADS 545.5.3b 5) b;

NIST 800-18, 6.MA.1.2;

FISCAM AC-3.2 A
Moderate





X


5.1.2-5
Passwords shall be valid for a period of not more than 90 days.  
ADS 545.5.3b 5) d;

E545.5.3b 5) d, g;

FISCAM AC-3.2 A;

NIST 800-18, 6.MA.1.2;

NIST 800-14, 3.11.3;
GSA IT Security Policy Manual, 2.10
Moderate




X



5.1.2-6
Passwords must not be reused for six generations.
FISCAM AC-3.2 A;

NIST 800-18, 6.MA.1.2
Moderate





X


5.1.2-7
The login process must provide a mechanism allowing users to change their own password which requires users to re-authenticate as part of the change process.
ADS 545.5.3b 5) b;

NIST 800-18, 6.MA.1.2;

NIST 800-12, IV 16.1.1
Moderate




X



5.1.2-8
Procedures should be defined for handling XE "handling"  lost passwords
NIST 800-18, 6.MA.1.2;

NIST 800-14, 3.11.2;

NIST 800-12, IV 16.4
Moderate





X


5.1.2-9
Procedures should be defined for handling XE "handling"  password XE "password"  compromise.


ADS 545.5.3b 5) h;

ADS E545.5.3c 14);

NIST 800-18, 6.MA.1.2;

NIST 800-14, 3.11.2;

NIST 800-12, IV 16.4
High





X


5.1.2-10


Procedures should exist for limiting access scripts with embedded passwords. 
NIST 800-18, 6.MA.1.2;

GSA IT Security Policy Manual, 2.8(d)
Moderate





X


5.1.2-11
Policies should address the bypassing of user authentication requirements and single-sign-on technologies. 
NIST 800-18, 6.MA.1.2;

NIST 800-18, 6.MA.2;

NIST 800-14, 3.11.2;

NIST 800-14, 3.12.2;

NIST 800-12, IV 16.4.3;

NIST 800-12, IV 17.3.2
Moderate





X


5.1.2-12
The sharing of a single password among several users must be prohibited.


ADS 545.5.3b 5) e;

FISCAM AC-3.2 A;

NIST 800-18, 6.MA.1.2;

GSA IT Security Policy Manual, 2.10
High




X



5.1.2-13
Limit unsuccessful logons to three attempts.
ADS 545.5.3b 4) c;


OMB A-130, App. III, B.b(2)(e) ;

FISCAM AC-3.2A;

NIST 800-14, 3.11.2
High





X


5.1.2-14
Record multiple logon failures.


ADS 545.5.3b 5) b
High




X



5.1.2-15
Specify actions taken for multiple logon failures.
NIST 800-18, 6MA1.2


Moderate





X


5.1.2-16
The creation, use, and deletion of user IDs and passwords must be managed to prevent unauthorized access to the system.
ADS 545.5.3b 5) g;

ADS E545.5.3b 5) g;

NIST 800-12, IV 16.1.1;

GSA IT Security Policy Manual, 2.10
High




X



5.1.2-17
All authentication data must be transmitted securely from point-of-entry to the authenticating system to ensure the integrity and confidentiality of the authentication data.  
NIST 800-14, 3.11.2;

NIST 800-18, 6.MA.1.2
Moderate





X


5.1.2-18
All user IDs with default passwords must have their passwords changed prior to production deployment.
ADS E545.5.3b 5) g;

FISCAM AC-3.2 A;

FISCAM SS-3.4;

FISCAM SS-1.2;

NIST 800-18, 6.MA.1.2
High





X


5.1.2-19
Passwords must not be displayed on monitors or on hard copy documents. 


ADS E545.5.3b 3);

FISCAM AC-3.2 A
High




X



5.1.2-20
Authentication data (e.g., passwords) must be securely stored.
FISCAM AC-3.2 A;

NIST 800-18, 6.MA.1.2;

NIST 800-14, 3.11.2;

NIST 800-12, IV 16.1.1, 16.4
High





X


5.1.2-21
The use of constrained user interfaces should be investigated.


NIST 800-12, IV 17.3.1.4
Low





X


5.2
Logical Access Controls

5.2-1
Ensure policies follow the concept of least privilege.
ADS 545.5.3b 2) e;

ADS E545.5.3b 3);

ADS 545.5.3c 2) a;

FISCAM AC-3.2;

FISCAM SS-1.1;

NIST 800-18, 6.MA.2;

NIST 800-12, IV 17.1;

NIST 800-14, 3.12.2 
High





X


5.2-2
Ensure policies follow separation of duties.


ADS 545.5.3a 3);

ADS 545.5.3b 2) e;

FISCAM SD-1.1;

NIST 800-18, 6.MA.2
High




X



5.2-3
Establish and maintain access control lists.
ADS 545.5.3b 2) e;

ADS 545.5.3b 3); 

FISCAM AC-2.1;

FISCAM SS-1.1;

NIST 800-18, 6.MA.2
High





X


5.2-4
Establish procedures for restricting access rights of other application users and administrators.
NIST 800-18, 6.MA.2
Moderate




X



5.2-5
Ensure users are restricted from accessing the operating system and other applications or resources not required by them.
FISCAM SS-1.2;

NIST 800-18, 6.MA.2
Moderate




X



5.2-6
Establish controls to detect unauthorized transaction attempts.
FISCAM SS-1.2;

NIST 800-18, 6.MA.2
High





X


5.2-7
Evaluate applicability of discretionary access controls.
NIST 800-18, 6.MA.2
High





X


5.2-8
Describe policy for restricting access during evenings or weekends.
NIST 800-18, 6.MA.2;

NIST 800-12, IV 17.1.4
Low





X


5.2-9
Evaluate applicability and utilization of encryption.
NIST 800-18, 6.MA.2;

NIST 800-12, IV 19;

FISCAM AC-3.3
High





X


5.2-10
Tie system access to personnel actions (e.g., termination, transfer, and leave).
ADS 545.5.3c 2)f;

FISCAM SP-4.1;

FISCAM AC-2.1
High





X


5.2-11
Provide internal security labels.
NIST 800-18, 6.MA.2
High





X


5.2-12
Provide standardized log-on banners.
NIST 800-18, 6.MA.2;

NIST 800-14, 3.9
High




X



5.2-13
Evaluate applicability of host-based authentication.
NIST 800-18, 6.MA.2
Low





X


5.2-14
Control remote access.
FISCAM AC-2.1
Moderate





X


5.2-15
Ensure security measures are not circumvented for emergency access.
FISCAM AC-2.2
Moderate





X


5.3
Public Access Controls

5.3-1
Application security plans shall address public access controls.
OMB A-130, Appendix III, A.3.b (2)(g)
N/A





X


5.4
Audit Trails

5.4-1
The system should be able to link actions to specific users based on their identities.
NIST 800-18, 6.MA.1.1;

NIST 800-18, 6.MA.4;

NIST 800-14, 3.11.1
High




X



5.4-2
System managers must activate the audit trail capabilities provided by the security software installed on Agency systems.
ADS 545.5.3b 5) f;

E545.5.3b 3);

E545.5.3b 5) f;

FISCAM AC-4.1
High





X


5.4-3
Audit trails shall support accountability by providing a trace of user actions.


NIST 800-18, 6.MA.4;
NIST 800-14, 3.13;

NIST 800-12, IV 18.1;

FISCAM AC-4.1;

GSA IT Security Policy Manual, 2.8(c)
Moderate




X



5.4-4
Audit trails shall monitor all logons and changes to access privileges both during working and non-working hours.


ADS E545.5.3b 5) f;

ADS E545.5.3c 14) d;
FISCAM AC-4.2;

NIST 800-18, 6.MA.4;

NIST 800-14, 3.13;

NIST 800-12, IV 18.1.3;

NIST 800-12, IV 18.2.2.3;

NIST 800-12, IV 18.2.2.1
High




X



5.4-5
The audit trail shall include sufficient detail to establish what events occurred; who (or what) caused them; type of event; when the event occurred; user ID associated with the event; and program or command initiating the event.
FISCAM AC-3.2 D ;

NIST 800-14, 3.13;

NIST 800-12, IV 18.1.2;

NIST 800-12, IV 18.2.2;

NIST 800-12, IV 18.3.3;

NIST 800-18, 6.MA.4
High




X



5.4-6
Access to online audit logs shall be strictly enforced.


ADS E545.5.3b 5) f;

NIST 800-18, 6.MA.4;

NIST 800-14, 3.13.2;

NIST 800-12, IV 18.3.1
Moderate




X



5.4-7
Confidentiality shall be maintained for applicable audit information.


NIST 800-18, 6.MA.4;

NIST 800-14, 3.13.2;

NIST 800-12, IV 18.3.1
Low




X



5.4-8
The IT Specialist/System Manager or site ISSO must generate and review the audit trail of all distributed systems at least monthly.  
ADS 545.5.3c 14)d;

ADS E545.5.3c 14)d;

FISCAM SS-2.1;

NIST 800-18, 6.MA.4;

NIST 800-14, 3.13;

NIST 800-12, 3.10.2.2;

NIST 800-12, 4.18.3;

GSA IT Security Policy Manual, 2.8 (c)
High





X


5.4-9
The site ISSO must review with the Program Manager and IT Specialist/System Manager all security related anomalies discovered during audit trail reviews. 
ADS 545.5.3c 14) e;

ADS E545.5.3c 14) e;

FISCAM AC-4.2;

FISCAM SS-4.3;

NIST 800-18, 6.MA.4;
NIST 800-14, 3.13;

NIST 800-12, IV 18.1.4;

NIST 800-12, IV 18.3.2
High





X


5.4-10
Only the Security Administrator shall be authorized to delete or disable the audit trail and that event must itself be audited.
Best Practice - Draft USAID NMS Application Security Standards
Moderate




X



5.4-11
The data-store shall provide or utilize tools, which allow the Security Administrator to monitor the activities of specific terminals, network addresses, or user-ids in real time.
Best Practice - Draft USAID NMS Application Security Standards
Moderate





X


5.4-12
Financial audit trails must be retained for a period of two years. Other audit trails must be retained for a period of six months. 
ADS E545.5.3b 5) f
High




X



5. VULNERABILITY ANALYSIS 

This section identifies NMS security vulnerabilities by analyzing the security threats identified in Section 3 of this document and assessing the extent of their containment by the security safeguards (i.e., security controls) discussed in Section 4.  

5.1 Errors and Omissions

The following NMS security safeguards address the threat of errors and omissions:

· 3.7  Security in the Implementation Phase. 

· 4.6  Data Integrity/Validation Controls. 

· 5.4  Audit Trails. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.2 Fraud and Theft

The following NMS security safeguards address the threat of fraud and theft:

· 4.1  Personnel Security.

· 4.2  Physical and Environmental Protection. 

· 5.2  Logical Access Controls. 

· 5.4  Audit Trails.  

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.3 Employee Sabotage

The following NMS security safeguards address the threat of employee sabotage:

· 4.1  Personnel Security.
· 5.4  Audit Trails. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.4 Loss of Physical and Infrastructure Support

The following NMS security safeguards address the threat of loss of physical and infrastructure support:

· 4.2  Physical and Environmental Protection. 

· 4.4  Contingency Planning. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.5 Malicious Hackers

The following NMS security safeguards address the threat of malicious hackers:

· 4.6  Data Integrity/Validation Controls. 
· 5.1  Authentication and Identification.  

· 5.2  Logical Access Controls.  

· 5.4  Audit Trails. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.6 Industrial Espionage

The following NMS security safeguards address the threat of industrial espionage:

· 3.5  Data Sensitivity Assessment.  

· 4.1  Personnel Security. 

· 4.3  Input/Output Controls.
· 5.1  Authentication and Identification. 

· 5.2  Logical Access Controls. 

· 5.4  Audit Trails. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.7 Malicious Code

The following NMS security safeguards address the threat of malicious code:

· 3.4  Planning for Security in the Life-cycle. 

· 4.5  Application Software Maintenance Controls. 

· 4.6  Data Integrity/Validation Controls. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.8 Foreign Government Espionage

The same NMS security safeguards applicable to industrial espionage are applicable to foreign government espionage:

· 3.5  Data Sensitivity Assessment. 

· 4.1  Personnel Security. 

· 4.3  Input/Output Controls. 

· 5.1  Authentication and Identification. 

· 5.2  Logical Access Controls. 

· 5.4  Audit Trails. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
5.9 Threats to Personal Privacy

The following NMS security safeguards address threats to personal privacy:

· 3.5  Data Sensitivity Assessment. 

· 4.5  Application Software Maintenance Controls. 

· 4.8  Security Awareness and Training. 

· 5.1  Authentication and Identification. 

· 5.4  Audit Trails. 

[Detail Redacted]

Severity of Vulnerability:  [Redacted]
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LIKELIHOOD ASSESSMENT

The likelihood of a vulnerability being exploited is an important consideration in making cost-effective security decisions.  Figure 4 is a graphical representation of residual risk, based on the severity of vulnerabilities and the probability of a security incident’s occurrence.  This figure is based on the Information Security Risk Assessment Practices of Leading Organizations, provided by the General Accounting Office.

Severity Level
Probability of Occurrence


Frequent
Probable
Occasional
Remote
Improbable

High






Moderate






Low







Undesirable and requires corrective action.


Undesirable and requires corrective action, but some management discretion allowed.


Acceptable with review by management.


Acceptable without review by management.

Figure 4.  Risk Assessment Matrix

For each of the vulnerabilities in Section 5, a probability of occurrence has been assigned based on USAID experience and the experience of industry and government generally.  For each indicator of vulnerability severity presented in Section 5, a resulting status has been identified using the risk assessment matrix in Figure 4.  The results are presented in Figure 5.  Figure 5 also presents the software Problem Reports (PRs) associated with these vulnerabilities.  (See Appendix C). 

Threat
Severity of Vulnerability
Likelihood of Occurrence
Status
Corrective Actions Required

Errors and Omissions
[Redacted]
Probable
[Redacted]


[Redacted]



Fraud and Theft


[Redacted]
Remote
[Redacted]


[Redacted]



Employee Sabotage
[Redacted]


Remote
[Redacted]


[Redacted]



Loss of Infrastructure


[Redacted]


Improbable
[Redacted]


[Redacted]



Malicious Hackers


[Redacted]


Remote
[Redacted]


[Redacted]



Industrial Espionage


[Redacted]


Remote
[Redacted]


[Redacted]



Malicious Code


[Redacted]


Occasional
[Redacted]


[Redacted]



Foreign Government Espionage
[Redacted]


Remote
[Redacted]


[Redacted]



Threats to Privacy


[Redacted]


Occasional
[Redacted]


[Redacted]



Figure 5:  Likelihood Assessment
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Appendix A:

ABBREVIATIONS  &  ACRONYMS
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ABBREVIATIONS & ACRONYMS

ADS

Automated Directives System

C&A

Certification and Accreditation 

CCB

Configuration Control Board

CFO

Chief Financial Officer

CIRB

Capital Investment Review Board

CRB

Configuration Review Board

CSC

Computer Science Corporation

DBA

Database Administrator

FISCAM
Federal Information Systems Controls Audit Manual

GAO

General Accounting Office

ID

Identifier

IFMS

Integrated Financial Management System

IRM

Information Resources Management

ISSO

Information Systems Security Officer

IT

Information Technology

IV&V

Independent Verification and Validation

M/IRM

Management / Information Resources Management

NCC

National Computer Centre

NCSC

National Computer Security Center

NIST

National Institute for Standards and Technology

NMS

New Management System

OIG

Office of the Inspector General

OMB

Office of Management and Budget

PCIE

President’s Council for Integrity and Effectiveness

PR

Problem Report

PRIME

Principal Resource for Information Management – Enterprise-wide

QA

Quality Assurance

RRB

Ronald Reagan Building

TAC

Task Assignment Control

USAID

United States Agency for International Development

USAID/W
USAID / Washington

V&V

Verification and Validation
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Appendix C:

NMS Security Enhancements
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Planned Security Enhancements.  (See Exhibit 7).

[Redacted]
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� See The NMS Security Plan, CSC PRIME Deliverable 922-053, February 4, 2000.


� See The NMS Certification and Accreditation (C&A) Plan, CSC PRIME Deliverable 922-061-1, March 21, 2000.


� Note that this figure can be viewed as the replacement cost of the NMS core accounting modules.


� Source - USAID Y2K Baseline Architecture OMT Object Model - October 1999.


� NIST Special Publication 800-18, 3.7.2.


� The Privacy Act of 1974, 5 U.S.C. Section 552a.


� OMB Circular A-11, “Preparing and Submitting Budget Estimates,” July 12, 1999.


� The Computer Security Act of 1987, P.L. 100-235.


� See the USAID Information Systems Security Program Plan (ISSPP), August 1999.


� Information Security Breaches Survey, British National Computer Centre (NCC), 1998.


� The Computer Matching and Privacy Protection Act of 1988, P.L. 100-503. 





� GAO/AIMD-00-33, “Information Security Risk Assessment Practices of Leading Organizations,” November 1999.
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